Study guide for Test #2   ECE 438
You will have 75 minutes for the test. You may use: 1) calculator (your own, you cannot share during the test), 

2) One sheet, one-side of hand-written notes – in your own hand writing

The test will cover, in general: 1) Lectures, 2) Homework, 3) textbook – Chapters 5,6,7, 4) Lab exercises

Notes:  Most of the test material will be from lecture and homework. When you take the test, work smart – be sure to work the problems you know first. Difficult problems are worth more points.

NEW TOPICS COVERED (in addition to first half):

Image segmentation

· definitions, goals, preprocessing: gray level quant, median filter, Kuwahara filter, AD filter, superpixel
· 4 main categories: 1) Region growing/shrinking, 2) Clustering, 3) Boundary detection, 4) Deep learning
· Algorithms/methods: split and merge, watershed,  recursive region splitting, histogram thresholding, fuzzy c-means, SCT/Center, PCT/Median, Otsu method, edge-linking algorithm, generalized Hough, convolutional neural nets for deep learning
· Morphology: dilation, erosion, opening, closing, iterative morphological filtering: edge detection& skeletonization
· Evaluation metrics: Dice, Jaccard, overlap, subjective fidelity metrics, RMS error, RMS-SNR, Peak SNR
Feature Extraction/Analysis

· Feature analysis, feature extraction, pattern classification, feature vectors and spaces
· Shape features: area, center of area, axis of least second moment, Euler number, perimeter, thinness ratio, irregularity, moments, aspect ratio, RST-invariant moment-based
· Histogram features: 1st-order histogram, mean, SD, skew, energy, entropy

· Color features: 3 separate RGB bands, between band info – color transforms, relative color
· Fourier transform: spatial frequency, decomposition of a complex signal into weighted sum of  sinusoids, 1D and 2D magnitude and phase

· Spectral features: power, box, sector, ring, Fourier descriptors

· Texture features: 2nd-order histogram: distance & angle between pairs, gray-level co-occurrence matrix: energy, inertia, correlation, inverse difference, entropy; Laws texture energy masks: texture energy map

· Distance/similarity measures: Euclidean, city block, Minkowski, vector inner product, Tanimoto metric
· Data preprocessing: 1) noise removal, 2) data normalization/decorrelation, 3) insertion of missing data

· Normalization/decorrelation: range-normalize, unit vector normalization, standard normal density (SND), min-max, softmax scaling, principal components transform (PCT)
Pattern Classification

· Algorithm development: training/test set, leave-one-out method, leave-K-out, cross-validation
· Classification algorithms and methods: nearest neighbor, K-nearest neighbor, nearest centroid, template matching, Bayesian analysis: discriminant functions, support vector machines, random forest, neural networks/deep learning: processing element – neuron, 1) architecture, 2) activation function, 3) learning algorithm-gradient descent, learning rate
· Cost/Risk functions and success measures: weights, sensitivity, specificity, precision, F-measure, Youden index,receiver operating characteristic
