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**LOCATION: ENGINEERING BUILDING (ENB)**

<table>
<thead>
<tr>
<th>Time</th>
<th>Location</th>
<th>Monday</th>
<th>Tuesday</th>
<th>Wednesday</th>
<th>Thursday</th>
<th>Friday</th>
</tr>
</thead>
<tbody>
<tr>
<td>8:00-8:30</td>
<td>ENB Rotunda</td>
<td>Registration</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8:30-9:00</td>
<td>ENB 100/130-131</td>
<td>Opening</td>
<td>Coffee</td>
<td>Coffee</td>
<td>Coffee</td>
<td>Coffee</td>
</tr>
<tr>
<td>9:00-10:30</td>
<td>ENB 162</td>
<td>Dr. Hager Lecture 1</td>
<td>Dr. Hager Lecture 3</td>
<td>Dr. Hager Lecture 5</td>
<td>Dr. Hager Lecture 7</td>
<td>Dr. Hager Lecture 9</td>
</tr>
<tr>
<td>10:30-11:00</td>
<td>ENB 130-131</td>
<td>Break</td>
<td>Break</td>
<td>Break</td>
<td>Break</td>
<td>Break</td>
</tr>
<tr>
<td>11:00-12:00</td>
<td>ENB 162</td>
<td>Dr. Hager Lecture 2</td>
<td>Dr. Hager Lecture 4</td>
<td>Dr. Hager Lecture 6</td>
<td>Dr. Hager Lecture 8</td>
<td>Dr. Hager Lecture 10</td>
</tr>
<tr>
<td>12:00-1:30</td>
<td></td>
<td>Lunch</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1:30-2:30</td>
<td>ENB 165/162/280/168</td>
<td>Dr. Rao Lecture A1</td>
<td>Dr. Hinze Lecture A2</td>
<td>Dr. Heinkenschloss</td>
<td>Dr. Leykekhman Lecture A5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Lecture A4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2:30-3:00</td>
<td></td>
<td>Break</td>
<td>Break</td>
<td></td>
<td>Break</td>
<td></td>
</tr>
<tr>
<td>3:00-5:00</td>
<td>Lab session ENB 165</td>
<td>Lab session ENB 165</td>
<td>Dr. Lenhart Lecture A3</td>
<td>Lab session ENB 165</td>
<td>Lab session ENB 165</td>
<td></td>
</tr>
<tr>
<td>5:00-7:00</td>
<td></td>
<td>Group dinner EBN, Rotunda</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Items**

<table>
<thead>
<tr>
<th>Lecture 1-10</th>
<th>Dr. Hager</th>
<th>Computational Methods in Optimal Control Lecture Series</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lecture A1</td>
<td>Dr. Rao</td>
<td>A Tutorial on GPOPS-II: A MATLAB software for optimal control problems</td>
</tr>
<tr>
<td>Lecture A2</td>
<td>Dr. Hinze</td>
<td>Bang bang control of elliptic and parabolic PDEs</td>
</tr>
<tr>
<td>Lecture A3</td>
<td>Dr. Suzanne Lenhart</td>
<td>Optimal control techniques for management strategies in biological models</td>
</tr>
<tr>
<td>Lecture A4</td>
<td>Dr. Heinkenschloss</td>
<td>Numerical Solution of Optimization Problems Governed by Time-Dependent Partial Differential Equations</td>
</tr>
<tr>
<td>Lecture A5</td>
<td>Dr. Leykekhman</td>
<td>Numerical Analysis of Sparse Initial Data Identification for Parabolic Problems</td>
</tr>
</tbody>
</table>

**LOCATION NAMES:**
- **ENB 100** – LECTURE HALL
- **ENB 130** – FACULTY LOUNGE; **ENB 131** – STUDENT LOUNGE
- **ENB 162** – LECTURE ROOM; **ENB 165** – COMPUTER LAB; **ENB 168** – COLLABORATING ROOM
- **ENB 235** – CONFERENCE ROOM FOR SPEAKERS;
- **ENB 280** – COLLABORATION ROOM/GLASS WALL DISPLAY SYSTEM
Abstracts of Lectures A1—A5

- **Lecture A1: A Tutorial on GPOPS-II: A MATLAB software for optimal control problems**
  A general-purpose MATLAB software program called GPOPS–II is described for solving multiple-phase optimal control problems using variable-order Gaussian quadrature collocation methods. The software employs a Legendre-Gauss-Radau quadrature orthogonal collocation method where the continuous-time optimal control problem is transcribed to a large sparse nonlinear programming problem (NLP). An adaptive mesh refinement method is implemented that determines the number of mesh intervals and the degree of the approximating polynomial within each mesh interval to achieve a specified accuracy. The software can be interfaced with either quasi-Newton (first derivative) or Newton (second derivative) NLP solvers, and all derivatives required by the NLP solver are approximated using sparse finite-differencing of the optimal control problem functions.

- **Lecture A2: Bang bang control of elliptic and parabolic PDEs**
  In this talk we describe the discrete treatment of elliptic and parabolic optimal control problems with bang bang controls. We use variational discretization with finite elements in space and discontinuous Galerkin methods in time to discretize the associated optimal control problems and provide optimal error estimates for the approximation error of optimal controls in $L^1$. Furthermore we propose a Tikhonov regularization approach and suggest an optimal coupling of regularization and discretization parameter to recover the optimal convergence rate of the limit problem. We prove error estimates for the resulting scheme and finally present numerical examples which support our analytical findings.

- **Lecture A3: Optimal control techniques for management strategies in biological models**
  Three examples with different optimal control techniques to choose management actions will be presented. Motivated by some tree species in Benin, the first example has a system of two ordinary differential equations representing the density of a plant species and the intrinsic growth rate of that species. We apply optimal control theory to investigate optimal strategies for the combinations of non-lethal and lethal harvest rates that minimize the cost of harvesting while maximizing the benefits (revenue) that accrue to harvesters and the conservation value of harvested ecosystem. The second example has a PDE system representing Zika spreading across a state in Brazil; the control varying in space and time is a vaccination rate. Data from Brazil were used to estimate parameters. The third example represents decision relating to a large scale forest fire. We incorporate the stochasticity of the time of a fire into our model and explore the trade-offs between
prevention management spending and suppression spending. A large fire event in the past was used to form an illustrative example.

- **Lecture A4: Numerical Solution of Optimization Problems Governed by Time-Dependent Partial Differential Equations**
  The numerical solution of optimization problems governed by time-dependent partial differential equations (PDEs) presents several challenges which arise from the large-scale of the problem and from possible instabilities of the PDE solution. In this talk I will illustrate these challenges, sketch techniques that have been used to overcome them (such as checkpointing and multiple shooting formulations), and present optimization algorithms based on multiple shooting/time domain decomposition. I will also outline open research questions.

- **Lecture A5: Numerical Analysis of Sparse Initial Data Identification for Parabolic Problems**
  In the talk we consider a problem of identification of initial data for a homogeneous parabolic equation from an observation of the final state. Since backward parabolic problem is a ill-posed, the problem of initial data identification from the final time observations is ill-posed too and in general one has little hope to recover the initial data accurately. However, if the unknown initial condition is assumed to be sparse, we can formulate it as a PDE-constrained optimal control problem on a space of regular Borel measures for the control variable and for this problem we show a priori error estimates of the Galerkin finite element solutions. Our error analysis is based on sharp smoothing type pointwise finite element analysis for homogeneous parabolic equations.

- **Nissan Plant Tour, Canton, Mississippi**
  Participants will be introduced to the Nissan facility and shown the Production (vehicle assembly and finishing) and Training (workforce development) Units in Nissan Canton (http://www.nissan-canton.com/). The group transportation will be arranged and announced during the conference.
Computational Methods in Optimal Control

1. Background

An optimal control problem is a variational problem that involves partial or ordinary differential equations describing the dynamics of a system and an objective such as minimization of energy or cost or time or drag. There are two types of variables in an optimal control problem, the state variables are the solution of the dynamic equations, and the control variables are parameters within the dynamics. The goal is to optimize the objective while satisfying the constraints. Besides the constraints given by the system dynamics, additional constraints may arise, such as bounds on components of the control or state variables.

Optimal control theory has played an increasingly important role in numerous science and engineering applications, ranging from the ground-breaking 1969 Apollo moon landing, through the ubiquitous Kalman filter, to the effective treatment of cancer and the optimal hot rolling of steel. The initial applications of optimal control were in the aerospace industry, while in recent decades, optimal control has been applied to a wide range of models in fields including medicine, biology, chemical manufacturing, economics, mechanics, and materials science.

Due to the growing complexity of optimal control applications, solutions are often obtained by numerical algorithms. The lectures of this NSF-CBMS conference on computational methods in optimal control will focus on discretization and solution techniques. As part of the program, attendees will be provided access to the recently developed GPOPS-II software for numerically solving optimal control problems with MATLAB using $hp$-adaptive orthogonal collocation techniques. Attendees will be encouraged to bring their own problems, or will be given problems to solve during the afternoon laboratory and discussion sessions.

There is a fundamental difference between solving a differential equation and solving a control problem with the same differential equation constraint. We illustrate this with the following simple example:

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} \int_0^1 u(t)^2 + 2x(t)^2 \, dt \\
\text{subject to} & \quad \dot{x}(t) = .5x(t) + u(t), \quad x(0) = 1,
\end{align*}
\]

with the optimal solution

\[
x^*(t) = \frac{2e^{3t} + e^3}{e^{3t/2}(2 + e^3)}, \quad u^*(t) = \frac{2(e^{3t} - e^3)}{e^{3t/2}(2 + e^3)}.
\]

In an undergraduate course on ordinary differential equations, we might introduce the students to the Euler’s method, and then point out that the improved Euler’s method yields a much more
accurate solution. The improved Euler discretization of (1) is as follows:

\[
\begin{align*}
\text{minimize} & \quad \frac{h}{2} \sum_{k=0}^{N-1} u_{k+1/2}^2 + 2x_{k+1/2}^2 \\
\text{subject to} & \quad x_{k+1/2} = x_k + \frac{h}{2}(5x_k + u_k), \\
& \quad x_{k+1} = x_k + h(5x_{k+1/2} + u_{k+1/2}), \quad x_0 = 1.
\end{align*}
\]

Here \( h = 1/N \) is the stepsize and \((x_k, u_k)\) is the discrete approximation at \( t = kh \). The objective function is nonnegative, and the discrete problem has an explicit solution which makes the objective function zero:

\[
u_k = -(2N + 0.5), \quad x_k = 1, \quad u_{k+1/2} = x_{k+1/2} = 0.
\]

The discrete solution, shown in Figure 1, clearly does not converge to the solution of the continuous problem as \( N \) tends to infinity. On the other hand, changing the first equation in the discretization to

\[
x_{k+1/2} = x_k + \frac{h}{2}(5x_k + u_{k+1/2})
\]

results in a discretization which yields a second-order approximation to the continuous solution [5].

The stark contrast between discretizations of initial-value problems and discretizations of control problems where one not only solves an equation, but also solves an optimization problem, has led to a fundamentally new theory for the analysis of discrete approximations and for the convergence of numerical algorithms. The analysis centers around perturbed inclusions. The necessary optimality conditions for the numerical approximation to the continuous control problem can be expressed in the following abstract form:

\[
\text{Find } \mathbf{w} \in \mathcal{X} \text{ such that } \mathcal{T}^h(\mathbf{w}) \in \mathcal{F}^h(\mathbf{w}). \tag{2}
\]

Here \( \mathcal{X} \) is a Banach space, \( h \) might denote a discretization parameter, \( \mathcal{T}^h : \mathcal{X} \to \mathcal{Y} \), \( \mathcal{Y} \) is a linear normed space, and \( \mathcal{F}^h : \mathcal{X} \to 2^\mathcal{Y} \). A solution \( \mathbf{w}^h \) of (2), represents an approximation to a continuous
solution of the original problem. Since the continuous solution is usually not an element of $X$, we often project the continuous solution into $X$ (for example, evaluate the continuous solution at the mesh points). We let $w^*$ denote this projection of the continuous solution.

To estimate the distance between $w^h$ and $w^*$, we first measure the distance from $T^h(w^*)$ to $F^h(w^*)$, or equivalently, a parameter $\delta$ is introduced for which

$$T^h(w^*) + \delta \in F^h(w^*).$$

The goal is to relate the distance $\|w^h - w^*\|$ to the norm $\|\delta\|$ of the residual $\delta$. This is done by the study of a linearization of (2):

$$\text{Find } w \in X \text{ such that } L(w) + \pi \in F^h(w). \tag{3}$$

Here $L$ is a linear operator approximating $T^h$ (for example, the derivative at $w^*$ if it exists), and $\pi \in Y$ represents a parameter. An analysis of the Lipschitz properties of solutions of (3) with respect to the parameter $\pi$ eventually leads to an estimate for the distance between $w^h$ and $w^*$ relative to $\|\delta\|$ which yields convergence rates for algorithms as well as bounds for how the error in a discrete approximation depends on a discretization parameter. See [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12] and the references therein.

Different classes of algorithms or different types of discretizations lead to different types of analysis. The proposed conference and monograph will cover this theory and its application to a variety of numerical methods for solving optimal control problems. This will provide a foundation both for continuing research on numerical methods for optimal control, and for variational problems in general, and will yield practical guidance for how to achieve convergent algorithms for solving optimal control problems. The conference and monograph are particularly opportune due to the recent development of orthogonal collocation techniques, which have the potential for solving control problems with much greater speed and accuracy than was previously possible, and which have led to many open problems, some that are easy to state, and with potentially broad interests in the area of computational data science and engineering.
3. Brief Description of the Lectures

This 5-days workshop will include ten main lectures during the morning sessions, which are accompanied with carefully designed computer lab sessions in the afternoon focusing on computer implementations of the algorithms. A brief description of the lectures follows.

Lecture 1. General classes of discretizations and algorithms for solving optimal control problems will be introduced including Runge-Kutta schemes, orthogonal collocation methods, penalty and multiplier methods, and sequential quadratic programming. The behavior of discretization schemes for initial-value problems will be contrasted with their behavior for control problems.

Lecture 2. We start to show how each of the schemes introduced in lecture 1 can be reformulated as an inclusion of the form \((2)\). This requires a discussion of the first-order optimality conditions for both the control problem, and a mathematical programming problem. These conditions in the context of optimal control are often referred to as the Pontryagin minimum principle, while they are the Karush-Kuhn-Tucker (KKT) conditions in the context of mathematical programming.

Lecture 3. We continue to show how to connect the schemes of lecture 1 to an inclusion \((2)\). The KKT conditions often do not resemble the Pontryagin minimum principle. But a suitable transformation of the KKT multipliers leads to a transformed adjoint system \([8]\) that resembles the costate equation in the Pontryagin minimum principle. Different schemes require different transformations.

Lecture 4. The analysis of finite difference approximations to initial value problems is often based on the Lax equivalence theorem which roughly states that a consistent approximation to a well-posed linear initial value problem is convergent if and only if it is stable. A corresponding result will be developed in the context of the inclusion \((2)\) with stability in the Lax equivalence theorem replaced by a Lipschitz property for the linearization \((3)\). In a sense, the convergence result for \((2)\) generalizes the Lax equivalence theorem since \(T\) may be nonlinear and an equation has been replaced by an inclusion, which allows the treatment of variational inequalities.

Lecture 5. A key step in the convergence analysis for a algorithm is the analysis of Lipschitz stability for a solution of the linearized problem \((3)\) as function of the parameter \(\pi\). We show how to reformulate the analysis of \((3)\) into the analysis of a related quadratic programming problem (QP). Different algorithms for the control problem lead to different variations of the QP; but after the reduction to a QP, there are a variety of tools for studying dependence of a solution on a parameter.

Lecture 6. Using the theoretical foundation developed in the previous lectures, the general classes of algorithms and discretizations introduced in Lecture 1 will be analyzed. We start with penalty/multiplier methods and sequential quadratic programming where the analysis can be performed in an infinite dimensional setting, and then proceed to Runge-Kutta methods, where the analysis is finite dimensional. An important step in the analysis of Runge-Kutta methods is to bound the residual. The size of the residual depends both on the order of the original Runge-Kutta scheme, and the order of a new Runge-Kutta scheme associated with the transformed adjoint system. Consequently, the class of Runge-Kutta methods that can be used to solve optimal control
problems is a subset of the class that can be used to solve an initial value problem.

**Lecture 7.** This lecture begins the analysis of orthogonal collocation methods in which the state is approximated by a polynomial and the dynamics are collocated at the roots of an orthogonal polynomial. It is shown how the KKT multipliers for the discrete problem can be used to construct a polynomial that approximates the continuous adjoint variable; as a result the KKT conditions can be reformulated in a polynomial spaces. Analysis is developed for schemes based on collocation at either Radau or Gauss quadrature points. For collocation at the Lobatto quadrature points, new issues arise and the theory remains relatively open.

**Lecture 8.** The analysis of the residual in orthogonal collocation methods is reduced to the analysis of the derivative error associated with a Lagrange interpolant that passes through the state at the collocation points and at the initial time. For the Gauss collocation points, this analysis can be performed in a Sobolev space setting, leading to a tight bound for the derivative error. For the Radau collocation points, additional technicalities arise and the analysis is done in an infinity norm, which involves the consideration of Lebesgue constants. Nonetheless, for both the Gauss and Radau collocation points, an exponential convergence rate holds for the discrete approximation when the solution to the optimal control problem is smooth. The analysis of Lipschitz stability for the linearized problem (3) leads to a number of intriguing properties for orthogonal collocation schemes, which are key to their convergence, and which have been verified numerically, but only partially proved (see http://users.clas.ufl.edu/hager/papers/prize.pdf for an example).

**Lecture 9.** The exponential convergence rate for orthogonal collocation schemes requires a smooth solution. However, when there are constraints in the problem formulation, such as bounds on the state or control components, a solution may be nonsmooth. *hp*-orthogonal collocation methods can be used to achieve fast convergence in the nonsmooth case. A mesh is introduced, similar to what might be done with a Runge-Kutta scheme, however, on each mesh interval a different orthogonal polynomial is used to approximate the state variable. The *hp*-schemes attempt to use a polynomial for convergence in regions where the solution is smooth, while mesh intervals are moved or added where smoothness is lost.

**Lecture 10.** Techniques for solving the discretized control problem are examined. General purpose optimization packages can be used, or in certain cases, more specialized techniques can be used that exploit the structure of the optimal control problem. In particular, it is shown that the transformed adjoint system yields an efficient mechanism for computing the derivative of the objective with respect to the control variable, which can be exploited in gradient descent methods. Shooting methods are another approach which might work well when a good initial guess for the problem solution is known.
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